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Abstract
Recently, different domains intensively direct their business to Cloud Systems for Cloud's availability, scalability, in addition to the promised cost savings, which is the most attractive advantage since you only pay for what you actually use. However, in Virtualized Environment the workload behavior fluctuates dynamically producing undesirable situations such as load imbalance, lower utilization, and workload hotspot. In this literature, we investigate the current technology and the running researches covering these issues, then we introduce a new research study to overcome these drawbacks in two levels.
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详细中文摘要

即使在进行云迁移时存在许多大的挑战（例如：安全性和可靠性），但是实用的云计算解决方案已经成为IT领域不容忽视的事实；同时，许多研究者正在接受这些挑战。云计算是一种信息处理模式，在这个信息处理模式中，中央管理的计算能力被作为服务进行交付，根据需要，通过网络传递给各种面向用户的设备。这些服务以基础设施服务的形式、平台服务的形式、软件服务的形式或者网络服务的形式推出。
事实上，云计算已经超出了现有的提供了异构资源访问能力的网格计算技术; 当资源提供者不能满足用户的各种要求时，用户通常需要一个能满足他们的特殊要求的环境。而云计算已经被认可为是一种能满足用户各种需求的解决方案，这就使得它在需求满足方面优于网格计算。云计算能满足这些功能需要感谢的，既不是PC零件组成的大型数据中心和网络服务，也不是自动平衡工作量的能力，而是虚拟化。
关键字：云计算，虚拟化。
TABLE OF CONTENTS
IHUNAN UNIVERSITY DECLARATION


IIIDEDICATION


VAbstract


VII详细中文摘要


IXTABLE OF CONTENTS


XILIST OF Figures


XIIILIST OF Tables


1Chapter 1: Introduction


11.1 Background


21.1.1 Xen environment


31.2 Problem definition


41.3 Thesis structure


5Chapter 2: LITERATURE REVIEW


52.1 Workload managements and scheduling optimization


52.1.1 Running technologies


62.1.2 Academic researches


62.2 Summary


7Chapter 3: Proactive Workload Management MOdel


73.1 Introduction


73.2 SMM Model


93.3 Summary


11Chapter 4: PWMM Evaluation


114.1 Introduction


114.2 Evaluation in a simulation environment


114.2.1 Virtual machine load balancing


114.2.2 Experimental results


154.3 Evaluation in a real environment


154.3.1 Workload management methodology


154.3.2 Experimental Environment


164.4 Summary


17Conclusion


19ACKNOWLEDGEMENTS


21References


23Appendix A: SMM Java implementation


23A.1
System prerequisites


25Appendix B: list of pubications




Comment


LIST OF Figures
3Figure ‎1.1: Xen environment structure


5Figure ‎2.1: EC2 Auto-scaling


12Figure ‎4.1: Cumulative number of Peak loads occurs


13Figure ‎4.2: Cumulative amount of energy overhead


14Figure ‎4.3: Average response time


14Figure ‎4.4: Amount of resource wastage at each instance of time


16Figure ‎4.5: One Active VM





LIST OF Tables
2Table ‎1.1: Common virtualization solutions with different techniques


11Table ‎4.1: Datacenters Configurations


15Table ‎4.2: The Impact of predicting single next sample in Cloud computing





Chapter 1: Introduction

1.1 Background
Even there are a lot of rough challenges (i.e. security, and reliability) which threat the migration to the Cloud, the utility solutions of Cloud Computing becomes a fact in the IT industry and can't be ignored; at the same time, dozens of researches are running now to facilitate these challenges. Cloud computing is an information processing model in which centrally administered computing capabilities are delivered as services, on an as-needed basis, across the network to a variety of user-facing devices”. These services are introduced in the form of Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service 1[]
, and recently some researches talk about Network as a Service (NaaS) 2[]
.
For many years the cloud technology tried to show up through various forms, but it did not take the current shape only after business use of the Internet has grown, the cloud has moved from a throwaway symbol in the architect’s diagram to something more substantial and specific. From this time the cloud technology moved to become an auxiliary computing supplied through Web services, where the operation of standard business applications can be handled with. 
Businesses built around Web services, such as Google, Amazon.com, and eBay, produced a new type of data center that was more standardized, more automated, and built from mass-produced personal computer parts. Access to these data centers was kept under wraps for several years as their builders sought to maintain a competitive advantage 3[]
. As the notion caught on that it was possible to provide more and more powerful services over the Internet, cloud computing came to mean an interaction between an end user, whether a consumer or a business computing specialist, and one of these services “in the cloud.”
In fact, Cloud Computing overrun an existing technology called Grid Computing which offers access to many heterogeneous resources; however, a user typically needs a very specific environment that is customized to support specific requirements or legacy applications while resources’ providers clearly cannot support the diversity of all the required environments and users are often unable to use what is available 4[]
. 
Cloud Computing has been recognized as the potential solution to these problems which give it the priority to surpass Grid computing. All thanks behind this goes directly to virtualization, neither to big data center composed of PC parts, the use of web services nor the automated ability to balance workloads.
1.1.1 Xen environment
Among the current hypervisors, one common hypervisor especially in research area is Xen. It provides a powerful open source solution for hosting multiple VMs by virtualizing different resources on the same physical machine. In addition, it provides full virtualization technique and paravirtualization technique. 

Table ‎1.1: Common virtualization solutions with different techniques

	System
	Method of Operation
	Guest OS SMP 
available
	Speed relative to host OS

	Hyper-V Server 2008 R2
	Hardware Virtualization
	Yes, up to 4 VCPUs per VM
	Up to near native

	KVM
	Hardware Virtualization 
	Yes
	Up to near native

	OpenVZ
	Operating system-level virtualization
	Yes
	Up to near native

	Virtualbox
	Guest OS
	Yes
	Up to near native

	Sun xVM Server
	Paravirtualization and porting or hardware virtualization
	Yes
	Up to near native

	VMware ESX Server
	Hardware Virtualization
	Yes, add-on, up to 4 way
	Up to near native

	Windows Virtual PC
	Hardware virtualization
	Yes
	Up to near native with virtual machine additions

	Xen
	Paravirtualization and porting or hardware virtualization. Runs on x86, ARM.
	Yes, v4.0.0: up to 128 VCPUs per VM
	Up to native

	z/VM
	among first systems to provide hardware assists
	Yes, both real and virtual (guest perceives more CPUs than installed), incl. dynamic CPU provisioning and reassignment
	Near Native


In Xen systems the Xen hypervisor is software layer facing the Physical layer, and it's responsible for sharing physical resources between one or more guest operating systems 5[]
. The first guest operating system, called domain 0 (dom0) lunched automatically when the hypervisor boots and receives special management privileges and direct access to all physical hardware by default, to manage any additional guest operating systems, called user domains (domU) in Xen terminology see Figure ‎1.1. 

Xen Hypervisor suffer from some technical shortages such as dynamic resource allocation, where resources allocated statically for VMs before lunch and required to reboot the machine for further modifications, these issues are manipulated in Xen Cloud Platform (XCP) which is an open source enterprise-ready server virtualization and cloud computing platform, delivering the Xen Hypervisor with support to consolidation for server workloads, enables savings in power, cooling, and management costs and thus contributing to environmentally sustainable computing, an increased ability to adapt to ever-changing IT environments, an optimized use of existing hardware, and an improved level of IT reliability.

[image: image2.wmf]Xen

Hypervisor

Physical Layer

DomU

Dom1

.....

Dom0

NIC

Disk

Disk

Driver

N

/

W

Driver

CPU

RAM


Figure ‎1.1: Xen environment structure

1.2 Problem definition
Unfortunately, the Cloud Systems characterized by rapid workload changes which frustrate the resource management process, especially with nowadays fluky applications (i.e. social networks, web hosting, content delivery). 
Primal cloud providers such as Amazon, Sun Microsystems, Google, Salesforce, Microsoft, and IBM have established powerful Cloud datacenters for hosting real-world Cloud computing application services such as social networking, gaming portals, business applications (e.g., SalesForce.com), media content delivery, and scientific workflows. 
1.3 Thesis structure

The reset of this thesis organized as following, In Chapter 2 we review the previous literatures proposed to overcome dynamic fluctuations drawbacks in virtualized environment. In the next chapters we add more focus on our work such that, in Chapter 3 we introduce a new Proactive Workload Management Model. In Chapter 4 we explained how we carried out this new model in a simulation environment, and then we tested the new model in a practical environment.  In Chapter 5 we introduced a new Static Bayesian Game based Multi-objective Genetic Algorithm. In Chapter 6, we utilized this new algorithm and proposed a new Multi-objective Migration policy for Virtual Machines as a second level to manipulate the dynamic fluctuation; finally, we conclude this literature and mention our future work plan.
Chapter 2: LITERATURE REVIEW  
2.1 Workload managements and scheduling optimization

In this literature we consider workload managements and scheduling optimization as the elemental level to overcome the dynamic fluctuations drawback locally by updating the resources of the running nodes/servers. In this section we will cover the current technology and the running academic researches about this issue.
2.1.1 Running technologies

Even the term auto-scaling sounds brilliant, Most of the market Clouds can’t respond fast enough to perform scaling operations. Amazon Cloud 6[]
 for example has a component called CloudWatch, that’s a web service that provides monitoring for AWS Cloud resources, starting with Amazon EC2. It provides visibility into resource utilization, operational performance, and overall demand patterns - including metrics such as CPU utilization, disk reads and writes, and network traffic 7[]
; Thus, the CloudWatch web service triggers the auto-scaling operations when the monitored data matches a pre-set of heuristic rules Figure ‎2.1.
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Figure ‎2.1: EC2 Auto-scaling

Unfortunately, EC2 instances can take up to 10 minutes to launch. That's 10 minutes between when the cloud infrastructure management tool detects the need for extra capacity and the time when that capacity is actually available 8[]
. 

In the same direction, Windows Azure platform supports the concept of elastic scale through a pricing model that is based on hourly compute increments. By changing the service configuration, either through editing it on the portal or through the use of the Management API, customers are able to adjust on the fly the amount of capacity they are running; however, this ability is not limitless and only possible to add and remove storage capacity can dramatically.

2.1.2 Academic researches 
Academically, many researches recently proposed scaling models also based on thresholds; among these researches. Chieu et. al.9[]
 introduce a scaling strategy for web application in Cloud Systems using a front-end load balancer to dynamically route user requests to back-end web servers that host the web application. The number of web servers should automatically scale according to the threshold on the number of current active sessions in each web server instance to maintain service quality requirements. Another technique proposed by Vozmediano et. al. 10[]
; such that they deploy a generic virtualization layer between the service and the physical infrastructure to give additional capacity to the services using an external provider without notice from the users or affecting the service workload. 

2.2 Summary

Based on our continuous research in this area, we classify the available solutions for dynamic fluctuation drawbacks into two levels. First Level, oriented within each virtualized server, and second Level, has a more wide scope by utilizing all the system nodes together.

Chapter 3: Proactive Workload Management MOdel 
3.1 Introduction

2[

 SEQ MTSec \r 1 \h \* MERGEFORMAT 

 SEQ MTChap \r 3 \h \* MERGEFORMAT 

In this chapter we introduce the first phase to manipulate dynamic fluctuation drawbacks in a Virtualized Environment. In this environment, the application phase behavior is very dynamic; thus, VMs resources adaptation can be in the form of horizontal scaling (i.e. adding new server replicas and load balancers to distribute load among all available replicas) or vertical scaling (on-the-fly changing of the assigned resources to an already running instance)  MACROBUTTON MTEditEquationSection2 Equation Chapter 3 Section 1]
. Practically, most common operating systems do not support on-the-fly (without rebooting) changes on the available CPU or memory to support this “vertical scaling”. 

3.2 SMM Model

Statistical Language Model (LM) is a stochastic process model for word sequences. A mechanism for computing the probability of a set of consequence words
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to predict the next word or to identify words in noisy, ambiguous input such as in speech recognition, relaying on Markov assumption that the future behavior of a dynamical system only depends on its recent history 11[]
. One of the models to formalize this assumption is called N-gram model, which predict the next word from the previous N-1 words. 
In brief, by using the chain rule of probability we can compute the joint probability for a sequence of words such that
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where
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, In natural language these probabilities can be estimated by counting the occurrence of these sentences (sequences) in “Corpus”, an online collection of text or speech, and stored in (pattern-probability) alike history database. However, it’s hard to find all possible sentences in this collection. N-gram model solve this with the following principle, instead of computing the probability of a word given its entire history, we will approximate the history by just the last few words
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and to compute the probability of particular word 
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 can be calculated by Maximum likelihood Estimation (MLE) such that
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where 
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 denotes the frequency/count or the number of times the sequence 
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 occurs in the metric.
	Algorithm 3.1: Updating History

	1  UpdateHistory(buffer, history)
2    Pattern = Null

3    Next = Null

4    If buffer.length>1 then
5       pattern=buffer[first:last-1]

6       next=buffer[last] 

7    else
8      next=buffer[first]

9    Endif

10    //find "pattern+next" in history
11   While pattern.length>0 do 

12     If history(pattern+next) then
13       history.update(pattern+next, frequency)

14     Else
15       history.Insert(pattern+next,1)

16       pattern=pattern[2:last] 

17     Endif 

18   EndWhile
19   If bins(next)then
20       bins.Update(next, frequency)

21   Else
22       bins.insert (next,1) 

       

23   Endif

24   samples++

25 EndUpdateHistory


3.3 Summary
We claim that Performance Prediction Models can be an efficient solution to handle the drawbacks resulted from workload dynamic fluctuations in virtualized environments; thus, we investigate different prediction models and chose SMM as the core to build a new proactive adaptation model to observe workload behaviors such as request arrival pattern, service time distributions, and memory usage and record the dynamic changes of varying length execution patterns, then to analyze the recorded patterns to early take 
Chapter 4: PWMM Evaluation
4.1 Introduction

After we built the Proactive Workload Management Model (PWMM) described in the previous chapter, it was necessary to verify its applicability; however, we have built the PWMM on the basis of a large scale Cloud environment. Due to the technical and the financial demands to create the appropriate tasting environment for this model, simulation was a potential solution in this case.

4.2 Evaluation in a simulation environment

4.2.1 Virtual machine load balancing 

In general, Virtualization technologies are used to enhance the hardware load on server systems. A few commercial solutions available for allocating virtual machines during their operation time to optimize the actual server workload (e.g. VMware DRS, VirtualIron LiveCapacity). This operation represented in CloudSim as following, DataCenterController 
 ADDIN EN.CITE 
[12]
 uses a VmLoadBalancer to determine which VM should be assigned to the next request for processing. Most common Vmloadbalancer are the active monitoring load balancing algorithms as mentioned before in Introduction. 

Table ‎4.1: Datacenters Configurations

	Total Memory (GB)
	32-1024

	MIPS
	1800-5000

	No. Cores
	4-30

	CPU power(W)
	70-250

	Normal CPU temperature (C◦)
	50-90

	Data center power (W)
	500-2000

	Ambient temperature (C◦)
	18-23


4.2.2 Experimental results 

In this part we study the performance of our Proactive model and compare the results with Monitoring Model. For the sake of this, we performed two benchmarks. In the first, the ActiveVmLoadBalancer maintains information about all VMs and the number of requests currently allocated to each VM, this information collected using Active Monitoring methodology through a set of monitors built in the CloudSim architecture. 

In the second benchmark, the ActiveVmLoadBalancer maintains information manipulated by our Proactive model after monitoring. Each benchmark runs for 35 hours approximately where Sequence A used as the workload request in both benchmarks. The results exhibited in the following figures.
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Figure ‎4.1: Cumulative number of Peak loads occurs
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Figure ‎4.2: Cumulative amount of energy overhead
Figure ‎4.1 shows the cumulative number of nodes suffer from Peak Loads during the experiment time; while Figure ‎4.2 shows the cumulative amount of energy overhead result from each benchmarks. 
In Figure ‎4.3 we exhibit the resource wastage percentage at each instance of the benchmarks running time where we represent the resource wastage in the form of 
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denotes the normalized residual (the ratio of residual resource to total resource), 
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to identify the dimension that has the smallest normalized residual capacity, and 
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for dimensions. For example we consider three dimensions (i.e. CPU, memory, and network) 13[]
; and finally, we report the average response time also at each instance of the running time in Figure ‎4.4.

From these figures, we want to highlight two observations. The first observation is that, on the long term run of the two benchmarks, the Proactive Model outperforms the Monitoring Model for all reported results. And the second observation is that, in all figures at the first third of the experiment time the Monitoring Model performance surpasses or almost equal to the performance of the Proactive Model, this can be directly explained referring to the experiment in the previous Section which mentions that the Proactive Model needs a learning period to start predicting.
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Figure ‎4.3: Average response time
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Figure ‎4.4: Amount of resource wastage at each instance of time

In sum, the results shows that predicting a single next sample for the load volume in the simulated Cloud System can avoid the incidence of 6310 peak loads and reduce energy consumption, overheating and resource wastage losses up to 45%, see Table ‎4.2
Table ‎4.2: The Impact of predicting single next sample in Cloud computing

	Average Overload (peak loads)indicated (times)
	Average increase in power consumption (watts)
	Average increase in temperature (C◦)
	Average increase in resource wastage

	6310
	614728.837
	595.8923425
	2690.230467


4.3 Evaluation in a real environment
4.3.1 Workload management methodology 
In Xen environment resources allocation must be initiated statically for each VM before launch; however, Xen Cloud Platform comes with Dynamic Memory Control (DMC) 14[]
, this technology makes it possible to change the amount of host physical memory assigned to any running Virtual machine without rebooting it. Using DMC, it's possible to 

4.3.1.1 WM Rule 

To calculate the new resource allocation setting (priorities) with the help of XCP available techniques. The WM firstly calculate the Memory needs for each VM, then it tune resources between VMs by divide the CPU along the same lines as the available RAM. Thus, a VM with 25% of the RAM also has a minimum share of 25% of the CPU cycles, this notice was practiced in prgmr.com . 
4.3.2 Experimental Environment 
The experiments were conducted on an 2.13 GHz Intel Xeon e5506 8 Cores , 8MB of L3 cache, and 8GB of DDR3 memory running Xen Cloud Platform 1.1 [xensource], a packaged up version of Linux CentOS 5 (Linux kernel v2.6.32), combined together with Xen 3.4.2, and a web service API called XenAPI that provides a management API for the Xen components intended to be used by various Management Tools. 
4.3.2.1 Monitoring Utilities
To profile the Workload statistics we wrote a set of scripts based on Top Utility provided with most Linux distroes, and it's corresponding Utility XenTop provided with Xen hypervisor. Top Utility/Command provides several parameters to displays a listing of CPU-intensive tasks such as CPU Usage, Memory Usage and run-time. 
The command Top reads it's configuration from two files, /etc/toprc and ~/.toprc. Thus, the command scope only inside the running operating system, in virtualized environment this means, the Top command will only display the statistics about the resources assigned to the VM. Alternatively, we use XenTop which can profile on hypervisor scope.

we execute both experiments such that each takes 20 hours approximately. from both set of experiments we report CPU utilization, Memory Utilization, and I/O activities and exhibit results as shown in Figure ‎4.5.
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	Figure ‎4.5: One Active VM


4.4 Summary 
Due to the financial and technical difficulties to a suitable large scale tasting cloud environment, in Section 4.1 we built a simulation environment to test the Proactive Workload Management Model (PWMM) using CloudSim environment.
Conclusion
 The workload behavior of applications which exploit the power of cloud systems is highly changeable; however, most of the used techniques to handle workload unsteady are reactive models which depend on a set of heuristics to trigger a proper solution. Practically, reactive systems have some drawbacks as it can result poor performance and may lead to infrequent peak loads followed by lower system performance, to overcome such drawbacks we introduce a new proactive model based on a modified version of Statistical Metrics Model (SMM) to predict the next value for a modeled metric. 

For the outer level, in the future, we planed to extend our experiments in two directions as well; firstly, to involve the Live Migration parameters such as memory dirtying rate; secondly, to increase the running time efficiency of the proposed algorithm by applying different methodologies to evaluate a bulk of migrated VMs instead of individual evaluation.

ACKNOWLEDGEMENTS

All praise to Allah, the almighty who gives me the opportunity, the strength and the patience to complete my dissertation finally.

….
Finally, I am greatly indebted and appreciate very much to my parents, for their encouragement, support and sacrifices through out all my life.

References

[1]
Chee B., Franklin C., Cloud Computing: CRC Press, New York, USA, 2010.

[2]
Vaquero L. M., Rodero-Merino L., Buyya R., Dynamically Scaling Applications in the Cloud, Computer Communication Review, 2011, 41(1): 45-52.

[3]
Babcock C., Management strategies for the cloud revolution: McGraw-Hill, USA, 2010.

[4]
Hoffa C., Mehta G., Freeman T. et al., On the Use of Cloud Computing for Scientific Workflows, in IEEE Fourth International Conference on eScience, Indiana Univ., IN, USA, 2008: 640-645.

[5]
Release-3.3, Xen Users’ Manual. 2008.

[6]
Varia J., Amazon white paper on cloud architectures. Amazon Web Services LLC, 2008. http://aws.typepad.com/aws/2008/07/white-paper-on.html.

[7]
Rajan S. S., Dynamic Scaling and Elasticity - Windows Azure vs Amazon EC2. SYS-CON Media, Cloud Expo, 2010. http://soa.sys-con.com/node/1626508.

[8]
Reese G., On Why I Don't Like Auto-Scaling in the Cloud. O'Reilly Media, 2008 http://broadcast.oreilly.com/2008/12/why-i-dont-like-cloud-auto-scaling.html.

[9]
Chieu T. C., Mohindra A., Karve A. A. et al., Dynamic Scaling of Web Applications in a Virtualized Cloud Computing Environment, in ICEBE '09 IEEE International Conference on e-Business Engineering, Macau, 2009: 281-286.

[10]
Vozmediano R., Montero R., Llorente I., Elastic management of cluster-based services in the cloud, in Proceedings of the 1st workshop on Automated control for datacenters and clouds, Barcelona, Spain, 2009: 19-24.

[11]
Jurafsky D., Martin J. H., Speech and language processing: Pearson Prentice Hall, Upper Saddle River, N.J., 2009.

[12]
Calheiros R. N., Ranjan R., Rose C. A. F. D. et al., CloudSim: a toolkit for modeling and simulation of cloud computing environments and evaluation of resource provisioning algorithms, Software-Practice & Experience, 2011, 41(1): 23-50.

[13]
Jing X., Fortes J., Multi-Objective Virtual Machine Placement in Virtualized Data Center Environments, in 2010 IEEE/ACM  Int'l Conference on Cyber, Physical and Social Computing, Hangzhou, China, 2010: 179-188.

[14]
Release-1.1, Xen Cloud Platform. 2011. http://xen.org/download/xcp/.



Appendix A: SMM Java implementation
A.1 System prerequisites

· JDK package “http://java.sun.com/”,  used  release 1.6.0_18
· MySQL database server (known as MySQL community server now) “http://dev.mysql.com/downloads/mysql/”, used release 5.1.34
MySQL java Connector “http://dev.mysql.com/downloads/mysql/” , used release 5.1.6 
Appendix B: list of pubications 
















































































































�For master, don’t forget to change PhD to MASTER


�Edit this “propriety item” from  file properties


�If master, replace this by “硕士”


�If, master change this to Master


�If Master change this to Master


�Around 3000 word for Master students, and 8000 word for PhD


�If master, don’t forget to change the header here to “master thesis”
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